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Annotation. The advancement of artificial intelligence is increasingly reshaping the
landscape of philological research, offering novel opportunities for the analysis of texts,
languages, and cultural traditions. This article examines the outcomes of an interdisciplinary
investigation based on 27 projects undertaken at German universities between 2020 and 2024,
aimed at integrating Al technologies into philological practice. Through the application of
guantitative and qualitative methodologies, case study analysis, and data triangulation, the study
highlights both the potential of Al to expedite corpus processing and reveal latent patterns, and
the critical risks associated with the erosion of cultural context and the insufficient reflexivity of
researchers. Special emphasis is placed on ethical considerations surrounding the use of Al in
the humanities, as well as the pivotal role of interdisciplinary collaboration in enhancing the
functionality of digital tools. The findings underscore the necessity of maintaining a critical and
informed dialogue between humanistic scholarship and technological innovation.
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Introduction

Contemporary philology is undergoing a profound transformation under the influence of
artificial intelligence (Al), offering new opportunities for the analysis of texts, dialects, and
cultural patterns. The active integration of Al technologies into linguistics, initiated by the work
of international researchers, highlights the potential of a symbiotic relationship between the
humanities and technical disciplines. For instance, David Blei and his colleagues pioneered
topic modeling (LDA), which has become foundational for the analysis of literary corpora [1],
while Christopher Manning significantly advanced natural language processing (NLP) through
the development of Stanford CoreNLP, widely applied for syntactic parsing of historical texts
[2]. Research by Joachim Schulze in the field of digital German studies underscores the role of
Al in the preservation of linguistic heritage [3], whereas Margaret Mitchell critically examines
the ethical risks associated with generative models in the humanities [4].

German universities, as demonstrated by cases from 2020 to 2024, have served as
experimental grounds for testing hybrid methodologies that combine machine learning
techniques with philological expertise. However, the lack of studies that systematically
consolidate the outcomes of such interdisciplinary collaborations underscores the relevance of
the present research. The primary objective of this article is to identify patterns in the integration
of Al into philological research and to assess the effectiveness of interdisciplinary approaches
[5]. The methodology is based on the analysis of 27 projects employing a mixed-methods
design (quantitative-qualitative), data triangulation, and comparative case studies.
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Materials and types of research

The present study is based on a comprehensive analysis of 27 interdisciplinary projects
carried out at German universities between 2020 and 2024. Three types of materials formed the
empirical foundation for this research. First, text corpora were utilized, comprising historical
manuscripts (notably, fragments of medieval codices), dialect recordings from regional
archives, and contemporary literary works, with a cumulative volume of approximately 15
million tokens. Second, technological datasets were analyzed, including Al system log files that
recorded neural network training processes, NLP model performance metrics (F1-score,
accuracy, perplexity), as well as the results of A/B testing that compared the effectiveness of
"pure” Al-based analysis against expert-machine collaborative approaches. Third, a corpus of
expert interviews was examined, consisting of 45 in-depth interviews with philologists and 22
structured interviews with Al developers from leading German universities; all transcripts
underwent anonymization and thematic coding procedures.

The methodological design of the study employed a mixed-methods approach, combining
guantitative and qualitative strategies, with a particular emphasis on case study methodology
and comparative analysis. For processing textual data, methods of corpus linguistics and
machine learning were applied, while the interpretation of findings was guided by hermeneutic
analysis and phenomenological inquiry. This synthesis enabled the identification of statistical
patterns while preserving the cultural and historical context of the studied materials.

Justification for the chosen methods:

1. Case studies were employed to explore the unique experiences of specific projects in
detail (e.g., the Al-assisted reconstruction of fragments from the Nibelungenlied).

2. Comparative analysis was used to identify patterns in different universities'
approaches to Al integration.

3. Data triangulation was applied to cross-validate findings by correlating technological
metrics, expert assessments, and traditional philological analysis.

Such a methodological framework ensured a balance between the breadth of data
coverage and the depth of interpretation, which is particularly crucial for research situated at the
intersection of the humanities and technical sciences.

Research questions

1. How do Al technologies impact the accuracy and depth of philological analysis
compared to traditional research methods?

2. What ethical and methodological risks emerge in the integration of Al into linguistic
studies?

3.  How does interdisciplinary collaboration between philology and computer science
enhance the development of specialized Al tools?

Participants

The study encompassed two principal groups of specialists. The first group comprised 68
philologists from German universities, including professors, associate professors, and doctoral
researchers, each with a minimum of five years of professional experience in linguistics, textual
studies, and digital humanities. The second group included 34 Al developers directly engaged in
the design and implementation of technological tools for philological applications. To
strengthen the validity of the findings, a control group of 20 researchers—who intentionally
refrain from incorporating Al technologies into their academic practices—was also involved.
Participant selection adhered to rigorous criteria: all individuals were required to have published
in peer-reviewed journals on topics related to digital linguistics within the past three years. This
sampling strategy ensured both the representativeness of the data and the ability to conduct a
meaningful comparison between traditional and technology-driven research approaches.

Tools
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A range of specialized technological solutions was employed in the study. For automatic
text analysis, enhanced versions of BERT models were used, adapted to recognize archaic
vocabulary. These models achieved an accuracy rate of 87% in identifying historical forms of
the German language. Dialect transcription was conducted using modified versions of the
Whisper ASR system, which demonstrated 78% accuracy in transcribing Low German dialects
[6]. A particular point of interest was the hybrid tool “Text+Context,” which combined
statistical methods (TF-IDF, clustering) with manual expert annotation. To work with
multimodal data (audio, video, text), a unique platform was developed to synchronize linguistic
analysis with cultural context [7].

Procedure

The study was structured as a multi-stage process. At the first stage, interdisciplinary
teams of 3 to 5 members were formed, with each participant responsible for a specific aspect of
the work—from digitizing manuscripts to algorithm configuration. Subsequently, the materials
were pre-processed: medieval manuscripts were scanned, orthography in dialect texts was
normalized, and audio recordings of oral speech were segmented. Special attention was given to
“blind” testing: both Al analysis and traditional expert review were conducted in parallel to
exclude mutual influence on the results. At the final stage, independent reviewers (who had not
participated in the project) compared the conclusions, documenting both the matches and
significant discrepancies between the machine and humanities-based methods.

Data analysis

The quantitative methods involved comparing accuracy metrics— for instance, the F1-
score for literary genre classification was 0.91 for Al, compared to 0.89 for experts. Cluster
analysis of semantic fields using the DBSCAN algorithm revealed patterns that were not
immediately apparent during manual processing. The qualitative component relied on thematic
coding of interviews in NVivo 12, identifying 17 recurring themes, ranging from “loss of
cultural context in automated analysis” to “revolution in lexicography.” Particularly striking
were cases where Al errors (such as incorrect dialect attribution) led to a re-examination of
established scientific paradigms. Through content analysis, it was found that 68% of
philologists consider it essential to visually highlight Al-generated fragments in scholarly
works.

Research results

The practical findings of the study revealed mixed results. On the one hand, Al tools
reduced the manuscript processing time by 60%, but they required 35% expert revision—
particularly in cases involving polysemy and historical allusions. When analyzing metaphors,
algorithms achieved 74% accuracy compared to 92% by human experts, but they identified 12%
of patterns previously overlooked. Ethical risks were observed in 23% of the projects, where
researchers uncritically accepted Al outputs as the ultimate truth. The most successful outcomes
emerged from hybrid methodologies: in the medieval text reconstruction project, the
combination of machine learning and paleographic expertise yielded results that were
unattainable using either method independently.

Discussion

The data obtained confirms the dual nature of Al in philology. The technologies
dramatically expand possibilities—ranging from analyzing millions of texts in hours to
uncovering hidden linguistic patterns. However, they also introduce new challenges: the risk of
"optimizing" complex humanities tasks into binary classifications and the temptation to replace
interpretation with raw data. The German experience demonstrates that breakthroughs are not
achieved through a race for automation, but through the fine-tuning of the interaction between
algorithms and researchers. For instance, the creation of "culturally sensitive™ models required a
fundamentally new approach—philologists literally "translated" their expert knowledge into
neural network architecture, teaching Al to work with context as a living bearer of language.
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Research Question 1: How do Al technologies impact the accuracy and depth of
philological analysis compared to traditional research methods?

Al demonstrates superiority in processing large datasets but still requires expert
oversight. A hybrid approach, combining machine speed with human interpretative depth,
reduces the error rate from 22% to 7%.

Research Question 2. What ethical and methodological risks emerge in the integration of
Al into linguistic studies?

The primary danger lies in replacing critical scholarly reflection with a technocratic
approach. The solution requires institutional changes, including a three-tiered validation system
for results and a revision of academic writing standards to accommodate the specifics of Al-
assisted research.

Research Question 3: How does interdisciplinary collaboration between philology and
computer science enhance the development of specialized Al tools?

The synthesis of philological and computational expertise has led to the creation of
fundamentally new instruments. One example is a semantic analyzer in which linguistic theories
of metaphorical transfer are implemented as mathematical functions that preserve the cultural
context.

Conclusion

Thus, the conducted research allows us to assert that artificial intelligence, while serving
as a powerful tool for the analysis and processing of linguistic data, does not negate the
necessity of humanistic expertise; on the contrary, it highlights and reinforces its significance.
In the context of rapid digitalization, the formation of interdisciplinary collaborations becomes
particularly crucial, fostering a deeper consideration of cultural and linguistic particularities in
the development of Al solutions.

Consequently, a priority direction should be the establishment of ethical standards for the
use of artificial intelligence in academic research, the protection of intellectual property rights,
and the creation of open digital resources to support endangered languages and dialects. In this
regard, the implementation of hybrid methodologies that combine the quantitative capabilities
of Al with the qualitative depth of philological interpretation appears especially pertinent.

Moreover, special attention should be given to the modernization of educational programs
to prepare specialists capable of effectively employing Al tools in scholarly research.
Technological advancements aimed at developing specialized Al platforms for philological
tasks, in conjunction with the international standardization of linguistic data, open new horizons
for the integration of digital and traditional methods.

In conclusion, it should be emphasized that successful interaction between artificial
intelligence and philology is possible only under the condition of maintaining the active role of
the researcher, who guides and supervises the operation of digital systems, thus ensuring the
preservation of the core values of humanistic knowledge in an era of technological
transformation.
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MapTuH ApHAT
KACAHABI UHTEJJVIEKTTIH ®UJOJOTUAJBIK 3EPTTEYJIEPIIH,
JAMYBIHA BIKITAJIBI: TUUI BUIIMIHAEI'T KA3IPI'TI 3AMAHYBI KU
TEXHOJOTUAJAPBIHBIH MYMKIHIIKTEPI MEH HIEKTEYJIEPI

Anpatma.  JKacaHmel — WHTEIDIEKTIHIH ~ JaMybl  (DHIIONOTHSUIBIK — 3€pTTEyJIepiH
o/licHaMachIHA JKaHa CEePITiH Oepir, MOTIHACPI, TPl XKOHE MOJICHH JIOCTYPJIEPIi TaJIay IbIH
TBIH MYMKiHIOiKTepiH amyma. Ocbi  wmakamama 2020-2024  sxeurmapel  ['epmanus
YHUBEPCUTETTEPIHE JKy3ere achlpblUIFaH 27 >k00aHBIH HETi3iHAE JXYPTi3UIreH MoHapalbIK
3epTTEYiH HOTWKENIEPl YCHIHBUIAABL. 3EePTTEYyIe CAaHMBIK XKOHE CaImallblK oMicTep, KeHc-cTamu
XKOHE NIepeKTepAl TPUAHTYJLIIMAIAY TOCUIAepl KONOaHBUIABL. ABTOp JKacaHIbl MHTEJICKTiHIH
MOTIH KOPITyCTAphIH OHACYI >KENENACTY KOHE >KACBIPBIH TUIMIK 3aHABLIBIKTApIbl aHBIKTAY
QJleyeTiH aHBIKTal OTBIPBIN, COHBIMEH Oipre MoJIeHW KOHTEKCTiH OypManaHybl KoHE
3epPTTEYIIIEpAIH CHIHA PEe(IEKCHCHIHBIH JKETKUTIKCI3MAIrT CeKuIl ToyeKeaepre Hazap
aynapaznpl. Makajaga »acaHIsl MHTEIUIEKTIHI TYMaHUTAPIBIK FRUIBIMAAPAA KOJAAHY STHKACHI
KOHE MOHAPAIIBIK BIHTBIMAKTACTHIKTHIH HQPIIBIK KypaiaapIbl KeTIIipyAeri pes KaH-KaKThl
TammaHanbl. 3epTTey HOTIDKEIepi TYMAaHHWTAPJBIK OUTIM MEH TEXHOJOTHSIIAD apachIHIAFhI
CaHaJbl )XOHE CHIHH ©3apa SPEKETTECTIKTIH MaHbI3IbIIBIFbIH A9JEIACH L.

Kint ce3mep: ¢unonorus; >kacaHAbl HMHTEIJIEKT; CaHOBIK T'yMaHHUTapUCTHKA;
JIMHIBUCTHKA; KOPIYCKa HETi3[eNITeH TaJliay; *KacaHIbl MHTEUICKTIHIH 3TUKAJBIK acleKTiepi;
MIOHAPAJIBIK 3ePTTEYJIep; MAIIMHAMEH OKBITY; MOJICHH KOHTEKCT; MOTIHIEPIi Tanay.

Maptun ApHAT
BJIMAHUE HCKYCCTBEHHOI'O UHTEJIJIEKTA HA PASBUTHE
®UJIOJOT'MYECKUX UCCJEJOBAHUI: BOSMOXXHOCTHU U OTPAHUYEHUS
COBPEMEHHbBIX HA-TEXHOJIOTUH B JINHI'BUCTUKE

AHHoTanus. Pa3BuTHe MCKyCCTBEHHOTO HMHTEIUIEKTa OKa3blBaeT BCE Oojiee 3aMeTHOE
BIMAHUE HA (UIOJOTMYECKHE HMCCIEIOBAaHMs, OTKPBIBAs HOBBIE INEPCIEKTHBBI IS aHAJIN3a
TEKCTOB, S3BIKOB M KYJbTYPHBIX Tpaauuuid. B craree paccMmarpuBaroTCsl pe3yibTaThbl
MEXIUCIUILUINHAPHOTO HCCIIEIOBAaHMSA, NPOBEAEHHOTO Ha 0a3e 27 MPOEKTOB HEMENKHX
yauBepcuteroB B 2020-2024 rr., mocBsm€HHbIX uHTerpammu MU B duionoruyeckyio
MpakTUKy. Mcmonb3ys MeToapl KONMWYECTBEHHOTO M KAadeCTBEHHOTO aHalW3a, KeHc-cTagu |
TPUAHTYJSIIMIO JAaHHBIX, aBTOP BBIABIAET Kak moTeHuuan MU pns yckopenus oOpaboTku
TEKCTOBBIX KOPITYCOB M BBISBJIEHUS CKPBITHIX 3aKOHOMEPHOCTEH, TaK U CYIIECTBYIOIIUE PUCKH,
CBSI3aHHBIE C YTPATON KyJIBTYPHOTO KOHTEKCTa M HEOCTATOYHOH peduieKcuel necieaoBaTeseH.
OTtnenbHOE BHMMaHHE YJENEHO ITHYECKHM BompocaM mpumeHeHus MM B ryMmaHuTapHBIX
HayKaX M pOJIM MEKIUCUUIUIMHAPHOTO COTPYAHHYECTBA B ONTHUMH3ALUH IH(POBBIX
HHCTpyMeHTOB. PaboTa nmoquépkuBaeT HEOOXOAMMOCTh KPUTHIECKOTO MOAX0a U OCO3HAHHOTO
B3aMMOJCHCTBUA MEKIY T'YMaHUTAPHBIM 3HAHUEM U TEXHOJIOTHSMH.

KiaroueBble  ciaoBa:  Quionorusi;  MCKYCCTBEHHBI  MHTEIUIEKT,  LUQpOBas
TYMaHUTApUCTHKA; JIMHTBUCTHKA; KOPIYCHBIM  aHamW3; OTWYeckwe acmektel WU,
MEXIUCHUILINHAPHBIE MCCIENOBAaHMS; MAalIMHHOE OO0y4YeHHE, KYJBTYPHBIM KOHTEKCT, aHaJIU3
TEKCTOB.

119



